
 

  

 

 

B.Sc. DEGREE EXAMINATION —  
DECEMBER, 2019. 

Third Year 

Mathematics with Computer Application 

GRAPH THEORY 

Time : 3 hours Maximum marks : 75 

SECTION A — (5  5 = 25 marks) 

Answer any FIVE questions. 

1. A certain graph G has order 14 and size 27. The 
degree of each vertex of G is 3,4 or 5. There are six 
vertices of degree 4. How many vertices of G have 
degree 3 and how many have degree 5? 

2. Give an example of a graph that 

 (a) contain more bridges that cut-vertices. 

 (b) contains more cut-vertices than bridges. 
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3. Explain carefully why the graph below is not 
Hamiltonain. 

 

4. Show that a complete bipartite graph nmK ,  is 

planar if m or n is less than or equal to 2. 

5. How many distinct tournaments are there on the 
vertex set {a,b,c,d,e}? 

6. Prove that if a simple graph with n vertices must 
be connected if it has more than [(n-1) (n-2)]/2 
edges. 

7. Prove that every connected graph with three or 
more vertices has at least two vertices which are 
not cut-vertices. 

8. Define a bipartite graph and give an examples. 

SECTION B — (5  10 = 50 marks) 

Answer any FIVE questions. 

9. Show that if G is a connected graph that is not 
regular, then G contains adjacent vertices u and v 
such that .degdeg vu   
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10. Prove that if v is a cut-vertex of a graph G, then v 
is not a cut-vertex of the complement .GofG  

11. Suppose that G is a 2-connected claw-free graph 
that has no induced .13 eK   Show that G is 
Hamiltonian. 

12. Find the chromatic polynomial of the complete 
bipartite graph .5,2K  

13. Show that the number of directed Euler trails in a 
detected graph, having n vertices m>2n edges, is 
even. 

14. Determine whether the graphs 1H  and 2H  of the 
following figure are isomorphic. 

 

15. Obtain the chromatic number and chromatic 
polynomial of the graph given as below. 
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16. For a connected planar graph  
with 3n  vertices, show that 

,12)6(..22345 8754321  kvkvvvvvvv
where rv is the number of vertices with degree r 
and k is the largest degree of a vertex in G. 

_____________ 



  

 

 

B.Sc. DEGREE EXAMINATION —  
DECEMBER, 2019. 

Third Year 

Mathematics with Computer Applications 

INTRODUCTION TO INTERNET PROGRAMMING 
(JAVA) 

Time : 3 hours Maximum marks : 75 

PART A — (5  5 = 25 marks) 

Answer any FIVE questions. 

1. Briefly discuss the Java operators. 

2. Give the syntax of switch statement and explain 
with suitable example. 

3. Compare and contrast overloading and overriding 
methods. 

4. Write short notes on Basic Concepts of OOP. 

5. Explain life cycle of an applet with state transition 
diagram. 

6. Write a Java program to find the sum and average 
of N given numbers. 
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7. Write a Java program to demonstrate an inner 
class. 

8. Write a short note on break and continue 
statements. 

PART B —  (5  10 = 50 marks) 

Answer any FIVE questions. 

9. Give a detailed description about types of data in 
Java. 

10. Explain the use of iteration statements in java 
with examples. 

11. Discuss briefly about Wrapper classes with 
examples. 

12. Explain in detail about packages with examples. 

13. Explain about multithreading in Java with an 
example.  

14. Explain about working with fonts in Java with 
suitable examples.  

15. Discuss in detail Menu bar, Menu and Menu item 
classes. 

16. Write a java program to multiply two matrices. 

——––––––––– 



  

 

 

B.Sc. DEGREE EXAMINATION —  
DECEMBER, 2019. 

Third Year 

Mathematics/Mathematics with Computer Applications 

LINEAR PROGRAMMING AND OPERATION 
RESEARCH 

Time : 3 hours Maximum marks : 75 

PART A — (5  5 = 25 marks) 

Answer any FIVE questions. 

1. Solve the following LPP by simplex method: 
Minimize 21 x2x8Z   

Subject to 1x2x4 21   
       .3x4x5 21   

and 0xx 21 , . 

2. Using dual simplex method solve the following LPP: 
Minimize 21 xxZ   

Subject to 2xx2 21   
       1xx 21   

and 0xx 21 , . 

 UG–336 BMS–33/
  BMC–33
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3. Write down the difference between the assignment 
problem and the transportation problem. 

4. Find the initial basic feasible solution for the 
following transportation problem by Least Cost 
Method. 

           To               Supply 

 1 2 1 4 30 

From 3 3 2 1 50 

 4 2 5 9 20 

Demand 20 40 30 10  

5. Solve the following 2 × 2 game : 

   B 









37
52

A  

6. An item produced at the rate of 50 items per day. 
The demand occurs at the rate of 25 items per day. 
If the set up cost is Rs.100 per set up and holding 
cost is Rs.0.01 per unit of item per day, find the 
economic lot size for one run, assuming that 
shortages are not permitted. Also find the time of 
cycle and minimum total cost for one run. 

7. Derive the formula for average number of 
customers in the queue for multiple server and 
finite capacity. 
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8. Find the initial basic feasible solution for the 
following transportation problem by North West 
Corner method. 

               To  Supply 

 1 2 6 7 

From 0 4 2 12 

 3 1 5 11 

Demand 10 10 10  

PART B —  (5  10 = 50 marks) 

Answer any FIVE questions. 

9. Use Big – M method to solve 

Minimize  21 x3x4Z     

Subject to 10xx2 21   

       .6x2x3 21   

       .6xx 21   

and 0xx 21 , . 

10. Use Gomory’s cutting plane method to solve 

Maximize 21 x2x2Z   

Subject to 8x3x5 21   

       .8x4x2 21   

and 0x0x 21  ,  and are all integers. 



 UG–336 4

11. Solve the following transportation problem by 

Vogel’s approximation method. 

   Destination   Supply

  A B C D  

Source 1 11 20 7 8 50 

 2 21 16 20 12 40 

 3 8 12 18 9 70 

Demand  30 25 35 40  

12. A company has four machines to do three jobs. 

Each job can be assigned to one and only one 

machine. The cost of the each job on each machine 

is given in the following table. 

Machines 

 1 2 3 4 

A 18 24 28 32 

B 8 13 17 19 

 

 

 

  Jobs 
C 10 15 19 22 

 What are job assignments, which will minimize 

the cost? Find the minimum cost. 
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13. Reduce the following game by dominance and find 
the game value: 

Player B 

 I II III IV 

I 3 2 4 0 

II 3 4 2 4 

III 4 2 4 0 

   

  Player A 

IV 0 4 0 8 

14. Find the optimal order quantity for a product for 
which the price – break as follows : 

Quantity Unit Cost 

0  q1 < 500 Rs. 10 

500  q2 < 750 Rs. 9.25 

750  q3 Rs. 8.75 

 The monthly demand for the product is 200 units, 
the cost of the storage is 2% of the unit cost and 
ordering cost is Rs.100.00 per order. 

15. A barber shop has 2 barbers and 3 chairs 
(totally 5 chairs) for waiting customers. Assume 
that customers arrive in Poisson fashion at a rate 
of 5 per hour and that each barber services 
customers according to exponential distribution 
with a mean of 1.5 minutes. Further, if a customer 
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arrives and there are no empty chairs in the shop 
he will leave. Find the steady state probabilities. 
What is the probability that the shop is empty? 
What is the expected number of customers in the 
shop? 

16. Solve the following game by using simplex method. 

 Player B 

               Player A  





















226
353

311

 

——––––––––– 



 
 

  

 

 

B.Sc. DEGREE EXAMINATION —  
DECEMBER, 2019. 

Third Year 

Mathematics 

LINEAR ALGEBRA AND BOOLEAN ALGEBRA 

Time : 3 hours Maximum marks : 75 

SECTION A — (5  5 = 25 marks) 

Answer any FIVE questions. 

1. Let V  be a vector space over a field F . Prove that  

 (a) 00   for all F . 

 (b) 00 v  for all Vv . 

 (c)      vvv    for all F  and 
Vv . 

 (d) 00  v  or 0v . 

2. Let A  and B  be subspace of a vector space .V  
Prove that  0 BA  if and only if every vector 

BAv   can be uniquely expressed in the form 
bav   where Aa  and Bb . 

 UG–335 BMS–32/BMC-32
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3. Find the linear transformation    RVRVT 33:   

determined by the matrix 
















 431
110
121

 with respect 

to the standard basis  321 ,, eee . 

4. Let WVT :  be a linear transformation. Prove 

that TnullityTrankV dim . 

5. Let V  be a vector space of polynomials with inner 

product given by    
1

0

, dttgtfgf . If 

  ,2 ttf  and   ,322  tttg  find gf , . 

6. Let V  be a finite dimensional inner product space 
and let W  be a subspace of .V  Prove that 

  WW 
 . 

7. Let f  be a symmetric bilinear form defined on V  

and let q  be the associated quadratic form. Prove 

that       vuqvuqvuf 
4
1

, . 

8. Let G  be a group and let L be the set of all 
subgroups of .G  In L we define BA   if and only 
if BA  . Prove that L is a lattice.   



 
 

 UG–335 3

SECTION B — (5  10 = 50 marks) 

Answer any FIVE questions. 

9. Let V and W be vector spaces over a field F. Let 
L(V,W) represent the set of all linear 
transformation from V to W. Prove that L(V,W) 
itself is a vector space over addition and scalar 
multiplication defined by (f + g)(v) = f(v) + g(v) and 
    .vfvf    

10. Let V be a vector space over a field F. Let 
., VTS   Prove that  

 (a)    TLSLTS   

 (b)      .TLSLSUTL   

11. If W is a subspace of a finite dimensional vector 

space V, show that .dimdimdim WV
W
V

  

12. Let 1W  and 2W  be subspaces of a finite 

dimensional inner product space. Prove that 

 (a)   .2121
  WWWW  

 (b)     2121 WWWW . 
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13. Apply Gram – Schmidt process to construct an 
orthonormal basis for V3(R) with the standard 
inner product for the basis  321 ,, vvv  where 

 ,0,1,11 v   2,1,22 v  and  2,1,13 v . 

14. Let V be a vector space over a field F. Prove that 
L(V,V,F) is a vector space over F under addition 
and scalar multiplication defined by  

 (a)        vugvufvugf ,,,   and  

 (b)      ,,, vufvuf    where L(V,V,F) is the 
set of all bilinear form on V. 

15. Reduce the quadratic form 

3121
2
3

2
2

2
1 8472 xxxxxxx   to the diagonal form. 

16. (a) Let B be a Boolean algebra. Show that 
    ''',''' babababa  and   .'' aa   

 (b) In a Boolean algebra if xbxa   and 
xbxa   then show that .ba   

——––––––––– 



  

 

 

B.Sc. DEGREE EXAMINATION –  
DECEMBER 2019. 

Third Year 

Mathematics 

REAL AND COMPLEX ANALYSIS 

Time : 3 hours Maximum  marks : 75 

PART A — (5 × 5 = 25 marks) 

Answer any FIVE questions. 

1. Prove that the countable union of countable sets is 
countable. 

2. Let f  be a continuous function from a metric space 
1M into a metric space 2M . If  1M  is connected, 

then prove that the range of f is also connected. 

3. Let A be a subset of the metric space ,M . If 

,A  is compact, then prove that A is a closed 

subset of ,M . 

4. Find the Taylor's series about 2x  for 
    xxxxf ,123 . 

 UG-334 BMC-31/BMS-31
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5. Prove that the Cauchy - Riemann equations in 

polar coordinates are 







r
v

r
u 1

 and 





 u

rr
v 1

. 

6. Define invariant points of the transformation 

.
dcz
bazw




  Find the invariant points of the 

transformation 
1
42




iz

izw . 

7. State and prove Liouville’s theorem. 

8. Find the Laurent’s series of  
 zz

zf



1
1

 valid in 

11 z .  

PART B — (5 × 10 = 50 marks) 

Answer any FIVE questions. 

9. State and prove Holder's inequality. 

10. Prove that the metric space ,M  is compact if 

and only if every sequence of points in M has a 
subsequence converging to a point in M. 

11. State and prove Lagrange’s mean value theorem. 

12. State and prove second fundamental theorem of 
integral calculus. 
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13. Prove that the function 1333 2223  yxxyxu  
is harmonic. Also find the conjugate harmonic 
function v and the corresponding analytic function 
f(z).  

14. Find the bilinear transformation which maps the 
points 0, –i, –1 of the z – plane into the points i, 1, 
0 of the w – plane respectively. 

15. State and prove Cauchy's integral formula. 

16. Evaluate  dx
ax
xx
22

0

sin




, using contour integration. 

––––––––––––––– 




